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Abstract: 

For the goal of classifying samples, gene expression analysis is used to determine the relative 

relevance of each gene. There have been a number of important findings and advancements in 

clinical care based on microarray data relating to gene expression profiles. Microarray data often 

have a limited sample size and a high dimension. Using an all-purpose categorization system 

would be problematic in this situation. There are some genes, however, that may not be useful in 

identifying the type of sample. A good feature (gene) selection strategy and an efficient gene 

extraction method are both required for accurate analysis of gene expression profiles in order to 

reduce the classification error rate. The AI and the correlation-based feature selection (CFS) were 

integrated in this paper into a hybrid technique. It was used as a classifier for ten gene expression 

profiles that were analyzed using AI with LOOCV (leave-one-out cross-validation).  
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I. Introduction 

 

      In recent years, the epidemic in breast cancer, diabetes, liver disorder, prostate cancer, colon 

tumor, obesity and many other heart diseases has become a challenge to global health. The dreadful 

diseases like cancer   often proves to be life-altering, life threatening and fatal. Most often their 

symptoms stem from a genetic basis   and a host of challenges demand for the prevention, 

diagnosis, treatment and cure of these diseases. As medicine plays a great role in saving human 

life, medical data classification has remained as one of the leading research areas in the domain of 

biomedical informatics, machine learning and pattern classification. Medical data classification as 

one of the key areas of datamining tasks. Medical data is often found to be heterogeneous, 
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unorganized, high dimensional, noisy and associated with outliers. It includes both clinical data 

and genomic data, which is the basis of biomedical informatics. The domain of biomedical 

informatics has emerged due to the cross fertilization of Bioinformatics, Medical Informatics and 

Clinical Genomics. 

The findings of an experiment suggest that this hybrid strategy reduces the number of 

characteristics needed for feature selection. For the 10 gene expression data set challenges 

investigated, the proposed method's classification error rate was the lowest. There were zero 

categorization errors in six of the gene expression profiles. In terms of categorization error rate, 

the new method outscored five other existing approaches. As a result, it has the potential to be an 

important tool for future studies analyzing gene expression. 

     During the last few decades, the global epidemic of breast cancer, diabetes and liver disease 

has posed a major threat to global health. Cancer is one of the most devastating, life-altering, and 

life-threatening diseases. There are a slew of hurdles that must be overcome in order to prevent, 

diagnose, treat, and cure these diseases. Medical data classification has remained a significant 

study subject in the realm of biomedical informatics, machine learning, and pattern classification 

since medicine plays such an important role in saving lives. One of the most important facets of 

data mining is the classification of medical records. Data from the medical field is typically found 

to be asymmetrical and prone to outliers. Biomedical informatics is built on the foundation of 

clinical and genomic data. Cross-fertilization among bioinformatics, medical informatics, and 

clinical genomics has produced the field of biomedical informatics as we know it today.  

II. Literature Survey 

Medical data mining is one of the most important applications of data mining in biomedical 

informatics, and it is the topic of this paper. Microarray medical datasets have hundreds of 

characteristics, whereas small medical datasets have fewer features. Machine intelligence and 

evolutionary computing techniques have been used by researchers for many years. The classifier, 

however, still has a lot of room for improvement utilizing machine intelligence and evolutionary 

computing. 

III. Methodology: 

Data mining: 

In the past, the concept of identifying patterns in data has gone by many names, including data 

mining, knowledge extraction, information discovery, and processing of data patterns. [22] Data 
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mining is the use of specific algorithms to extract patterns from data. Additional phases in the 

KDD process are necessary to ensure that relevant information is produced from the data, such as 

data selection, cleaning, incorporation of appropriate previous knowledge, and proper 

interpretation of the results. 

 

 

Figure 1. Steps of the knowledge discovery process 

Steps of Knowledge Discovery 

The data mining process is depicted in Fig1 as a series of sequential processes. 

1. Identifying the purpose of the KDD process and developing an understanding of the 

application domain and applicable prior knowledge. 

2. Defining the target data set. 1 Data mining using Swarm Intelligence 11 

3. Cleaning and preprocessing: removing noise, addressing missing data fields. 

4. Data slicing and dicing: selecting the most useful attributes to describe the data, depending 

on the task Reducing the amount of variables to be considered or finding an invariant 

representation of data using dimensionality reduction or transformation methods 

5. Although the boundary between prediction and description isn't particularly crisp, it's there 

to help comprehend the general discovery aim of the KDD process. 

The following data mining techniques are used to meet the goals of knowledge discovery: 

 Clustering is the process of classifying data into a small number of distinct categories or 

clusters. 

 For example, summarizing an association of rules and using multivariate visualization 

techniques to find a concise description of a subset of data. 

 Identification of substantial interdependencies among variables by means of dependency 

modelling. 
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 Finding functional connections between variables through the study of regression functions 

that transfer each piece of information in the data to a meaningful prediction variable with 

a real-valued prediction. 

 To learn a classification function, you must first learn how to classify a data point into one 

of several predefined categories. 

 Discovering the most significant changes in data from previously measured or normative 

values  

 Change and Deviation Detection. 

A real time DNA analysis to predict genetic diseases and classification using AI techniques  

When using a DNA microarray analysis, researchers can quickly collect massive amounts 

of data by measuring the expression of thousands of genes at once. Gene expression profiles are 

more objective, accurate, and dependable than traditional illness diagnostic methods. However, 

when it comes to data mining, there are a number of difficulties that need to be addressed. The 

dimensionality of these databases is a big issue. Additionally, there aren't enough samples to train 

and test the models that were built. Furthermore, only a small number of the many gene sets 

examined by microarrays are found to be relevant, while the majority of the other gene sets are 

redundant, noisy, or of considerably lower significance. The classifier is skewed by the presence 

of this gene collection, which reduces prediction accuracy and raises the analysis's cost. Microarray 

data analysis has several computational intelligence models to deal with these difficulties. 

 

 

 

 

 

 

 

 

Figure 2. Block Diagram for Microarray using AI 
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In addition to deleting unnecessary and redundant features, feature selection plays an 

essential role in decreasing computing complexity. Gene selection in microarray data analysis can 

be accomplished in two ways: through the use of filters and wrappers. Employing mutual 

information (MI), as well as a genetic algorithm (GA) to integrate both filters and wrappers, a 

hybrid technique is created (GA). Next, various classifiers are trained on a subset of the features. 

Classifiers such as SVM, KNN, and Naive Bayes. 

Contribution 

• Further, to deal with the microarray medical data, introduced swarm intelligence 

techniques a modified African Buffalo optimization (MABO) and AI techniques have been 

applied to select most optimal features from micro array medical datasets like Prostate 

Cancer, Colon Tumor, ALL AML Leukemia, Leukemia1, Leukemia2, Breast Cancer, 

BrainTumor1 and SRBCT.  

• Finally, to get most suitable classifiers for the above said datasets, models like Support 

Vector machine, AI, Naive Bayes, MLP, random forest, Ridge Regression (RR) are 

explored and results are compared.  

• The various performance evaluation Measures Considered for comparison of results are 

accuracy, sensitivity, specificity, and F-score. 

• In this study focuses on medical data mining which is regarded as one the core applications 

of data mining in the domain of biomedical informatics.  

• Small medical datasets related to any disease have less number of features and in 

microarray medical data contains thousands of features. A lot of research has already been 

done by the researchers using machine intelligence and evolutionary computing techniques 

over the years.  

• But still there is a lot of scope to improve the performance of classifier using machine 

intelligent and evolutionary computing techniques. 

AI 

Since 1990, a number of algorithms inspired by collective behavior (such as social insects 

or flocks of birds) have been put forth. NP-hard optimization issues, network routing, clustering, 
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data mining, job scheduling, etc. AI and Ant Colonies Optimization (ACO) are now the most 

prominent algorithms in the swarm intelligence arena. 

Iterative Optimization based on Particle Swarms (PSO) as the name implies, PSO utilizes 

a population of random solutions referred to as "particles" as its starting point. Unlike other 

methods of evolutionary computation, PSO assigns a velocity to each individual particle. Dynamic 

velocities of the search space's particles change depending on their past behavior. Since the search 

process progresses, the particles prefer to fly toward the best possible search area. A 'cornfield 

vector,' as it is known, is a flock of birds on the prowl for food. The PSO was originally developed 

to mimic that behavior. 

What if a bunch of birds are roaming about an area looking for food? Only one piece of 

food has been found in the area being searched. The birds are clueless as to where the food is 

located. But they know where the food is and where their classmates are in relation to them. What's 

the greatest way to find food in this situation? Following the bird closest to the food is a successful 

technique. 

To tackle optimization difficulties, PSO learns from the situation. As a particle in PSO, 

each solution is like a "bird" in the search space. There are fitness values assigned to all particles, 

and these values are assessed using the fitness function in order to optimize the particles' flight. 

(The particles follow the particles with the best answers so far as they fly through the issue space.) 

PSO begins with a sprinkling of random particles (solutions), and it then iteratively seeks for 

optimum values.  

In the D-dimensional search space, each person is viewed as a single, volume-less particle 

(or "point"). Xi = is used to represent the ith particle (xi1, xi2, xiD). The following two 'best' values 

are applied to each particle at the end of each generation. To date, this is the particle's best former 

location (the place with the highest fitness value). The name of this parameter is pBest. It is 

symbolized by Pi = pi = pi = pi = pi = pi (pi1, pi2.  . . piD). In order to change the particle's velocity 

in each dimension, the P vectors of the particle with the best fitness in the neighborhood, labelled 

l or g, and the current particle's P vector are mixed at each iteration. Individual's best position (P) 

influences the cognition component of velocity adjustment; the best in neighborhood influences 

the social component of velocity adjustment. The inertia factor, introduced by Shi and Eberhard 

[59] (to balance the global and local search), is now included in these equations: 
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                       (1) 

                                                                        (2) 

Where rand () and Rand () are two independent random numbers, and 1 and 2 are two 

learning parameters that control the influence of social and cognitive components. If the right-side 

total is greater than a predetermined value in (1.1), the velocity in that dimension is set to Vmax. 

A constraint is placed on the particle swarm's global exploring ability by limiting the particle 

velocities to the range [-Vmax, Vmax]. As a result, the probability of particles escaping the search 

area is decreased. Note that this does not limit the values of Xi inside the range [-Vmax, Vmax]; 

it merely restricts the maximum distance that a particle can move during one iteration of the 

algorithm ([19], [20], [21]). A summary of Pomeroy's core PSO algorithm can be found. 

IV. Result 

Finally, a modified African Buffalo optimization (MABO) is combined with Rough Set to 

select the most optimal features from microarray medical datasets like prostate cancer, colon 

tumor, leukemia, and breast cancer in order to improve the performance of the microarray data 

analysis swarm intelligence technique. This is followed by the use of AI, MSVM, EKNN, and INB 

as multi-classifiers for the above-mentioned datasets, and the results are compared to see which 

works best. Performance evaluation measures like as sensitivity, discriminative power, and F-score 

are all used to compare outcomes.  

Dataset 

Table 1.  Data set  
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Figure 3. Simulation result of Neural Network Alex Net and CNN accuracy and loss 

 

Contribution: 
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Figure 4. Simulation result of Algorithm CNN Model Alex Net 

 

Table 2 Comparison of AI Accuracy and loss 

 

V. Conclusion: 



Juni Khyat                                                                                                     ISSN: 2278-4632 

(UGC Care Group I Listed Journal)                                        Vol-12 Issue-01 No.01: 2022 

Page | 842                                                                                  Copyright @ 2022 Author 

Finally, to improve the performance of the microarray data analysis AI is combined with Rough 

Set to select most optimal features from micro array medical datasets like Prostate Cancer, Colon 

Tumor, Leukemia, and Breast Cancer. Finally, multi-classifiers for the above said datasets is 

applied using Modified Support vector machine (MSVM) , Extended K-nearest neighbor (EKNN), 

and Improved Naive Bayes(INB) are explored and results are compared. The various performance 

evaluation measures considered for comparison of results are accuracy, sensitivity, specificity, and 

F-score.  
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