
Dogo Rangsang Research Journal                                                   UGC Care Group I Journal 

ISSN : 2347-7180                                                                             Vol-09 Issue-01 No. 01 : 2022 

Page | 1230                                                                                  Copyright @ 2022 Author 

Spam Detection Using Machine Learning 

Authors: 

Supriya Yerakaraju, 1, a) P Gopala Krishna, 1, b) N V Ganapathi Raju, 1, c)  
1 Gokaraju Rangaraju Institute of Engineering and Technology, Hyderabad-500090, Telangana State, India 

a) supriya.yerakaraju98@gmail.com  

b) gopalakrishna@griet.ac.in 

c) nvgraju@griet.ax.in 

Abstract: The rapid development of 

technologies and the widespread use of mobile 

phones has resulted in various risks, such as 

spam and phishing attacks. Machine learning is 

one of the most widely utilized and well-known 

technology for detecting spam in online chats. 

With the help of machine learning techniques 

such as Naive Bayes, logistic regression, and 

other classifiers, the spam detection model has 

been developed in this project. The prediction 

and classification of spam information from the 

user data will be separated using various data 

analysis techniques. A final robust model will 

be developed for the enhancement of 

information categorization from spam, which 

will result in the storage of secure data in the 

device. The study investigates the various 

machine learning techniques and the benefits of 

the Transformer model in this sector. Finally, 

the research came to a close by advocating that 

certain fields adopt these machine learning 

approaches in order to obtain more accurate 

findings in the future. 
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Chapter 1 -Introduction 

 

1.1 Problem Statement 

SMS spam has been increasingly prevalent in 

recent years. SMS spam is defined as any 

fictitious text message that is distributed via a 

mobile network without the recipient's 

knowledge. They are a source of concern for 

users [2]. 

68 percent of mobile phone users [3] have been 

impacted by SMS spam, according to a recent 

survey. SMS spam can incorporate  

malicious actions such as smishing, which is a 

type of phishing. Smishing is a cyber-security 

assault on mobile users that involves sending 

spam SMS messages that contain a link or 

malicious software, or both, in an attempt to 

deceive the recipient. It is made up of two 

words: SMS and Phishing [3] that are joined. 

Short messaging service in mobile phones is 

used by humans for communication and 

business purposes. SMS has just surpassed all 

other data services as the most widely utilized 

data service in the world. SMS is vital for 

corporate communications since the world sent 

8.3 trillion SMS messages in 2017, and the 

amount of SMS messages sent monthly is 690 

billion, according to the International 

Telecommunications Union [1]. SMS spam has 

been increasingly prevalent in recent years. 

SMS spam is defined as any fictitious text 

message that is distributed via a mobile 

network without the recipient's knowledge. 

They are a source of concern for users [2]. 68 

percent of mobile phone users [3] have been 

impacted by SMS spam, according to a recent 

survey. SMS spam can incorporate malicious 

actions such as smishing, which is a type of 

phishing. Smishing is a cyber-security assault 

against mobile phone users that involves 

sending spam SMS messages that contain a 

link, malicious software, or both in order to 
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deceive the recipient. Phishing [3] and SMS [3] 

are words that are combined to form Smishing. 

1.2 Ambition 

In our project, we aim to detect Spam Messages 

using Machine Learning techniques of K 

Nearest Neighbors, Decision Trees, Naive 

Bayes, Logistic Regression, etc. 

1.3 Objectives 

Our objectives in this project are as follows: 

 To discover the works done by other 

researchers. 

 To identify the depth of the problem.  

 To study all the algorithms of KNN, 

Decision Trees, K Nearest Neighbors, 

Logistic Regression algorithms, etc. 

 

1.4 Significance of the study 

Over the past few years, spam, also known as 

unsolicited commercial bulk emails, has risen 

in popularity and has become a big source of 

irritation on the internet, especially for those 

who are not familiar with the term. The 

spammer is the individual who is in charge of 

sending unsolicited emails to recipients. 

Individuals that behave in this manner obtain 

email addresses from a variety of sources, 

including websites, chat groups, and computer 

viruses. With spam accounting for more than 

77 percent of all worldwide email traffic every 

year, spam is becoming a more serious problem 

on an annual basis. Those who receive spam 

emails that they did not request find them to be 

a very unappealing experience. 

 

Chapter 2 – Literature Survey 

2.1 Related Works 

A model named "Smishing Detector" was 

proposed in [7] to recognize smishing messages 

with a lower bogus positive rate than the 

present status of the craftsmanship model. The 

model that has been proposed is partitioned into 

four modules. This module's goal is to analyze 

the substance of instant messages and 

recognize perilous data utilizing the Naive 

Bayes arrangement procedure, which will be 

utilized in the ensuing modules. In the 

subsequent case, the URL held inside the sends 

is analyzed. The third module is devoted to 

looking at the source code of the site that has 

been alluded to in the messages. An APK 

download identifier is remembered for the last 

module, and its motivation is to decide if a 

malevolent document is downloaded when the 

URL is called. On this model, the trial tests led 

by the creators uncovered a precision of 96.29 

percent as indicated by the consequences of the 

tests. 

Late examination [2] by Roy et al. proposed the 

utilization of profound figuring out how to sort 

SMS messages as Spam or Not-Spam because 

of their substance. The objective of their 

methodology is to join two profound learning 

procedures: CNN and LSTM, to accomplish the 

best outcomes. Basically, the objective is to 

order instant messages and recognize those that 

are spam and those that are not spam. It was 

important to analyze the proposed approach 

against other AI calculations, like the Naive 

Bayes and Random Forest calculations, as well 

as the Gradient Boosting, Logistic Regression, 

and Stochastic Gradient Descent calculations, 

to assess its presentation. 

2.2 Insights from Other Researchers 

When contrasted with other AI models, the 

CNN and LSTM models performed much 

better, as indicated by the obtained information. 

The "S-Detector" model was presented by Joo 

et al. [20] in one more paper that was planned 

to distinguish smishing interchanges and was 

named "S-Detector." There are four modules in 

this methodology, which are as per the 

following: a part for checking SMS action, an 

analyzer for examining the substance of the 

SMS, a determinant for ordering and 

obstructing Smishing instant messages, and an 
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information base for putting away the SMS 

information. The characterization approach 

utilized in this model is the Naive Bayes 

strategy. As per Jain and Gupta [24], a 

standard-based order system to distinguish 

phishing SMS was introduced. Their strategy 

has brought about the recognizable proof and 

sifting of nine models that might recognize 

phishing SMS from typical SMS. The creators' 

trial trying uncovered a genuine negative pace 

of almost 100% and a genuine positive pace of 

92% in their actual negative and genuine 

positive tests. 

To recognize smishing messages, Sonowal and 

partners [22] introduced an algorithmic 

methodology, named "SmiDCA," because of 

AI procedures for the distinguishing proof of 

smishing interchanges. The originators of the 

model chose to utilize relationship methods to 

remove the 39 most critical properties from 

smishing messages for incorporation in the 

model. Following that, they applied four AI 

classifiers to their model to assess its general 

presentation. Irregular Forest, Decision Tree, 

Support Vector Machine, and AdaBoost were 

the four classifiers utilized in this review. The 

exactness of this model utilizing Random 

Forest Classifier was 96.4 percent because of 

the consequences of the exploratory appraisal. 

A component-based procedure to recognizing 

smishing correspondences was introduced in 

[23], as per the creators. 

When contrasted with other AI models, the 

CNN and LSTM models performed much 

better, as indicated by the gained information. 

The "S-Detector" model was presented by Joo 

et al. [20] in one more paper that was expected 

to distinguish smishing interchanges and was 

named "S-Detector." There are four modules in 

this methodology, which are as per the 

following: a part for checking SMS action, an 

analyzer for investigating the substance of the 

SMS, a determinant for characterizing and 

impeding Smishing instant messages, and a 

data set for putting away the SMS information. 

The grouping approach utilized in this model is 

the Naive Bayes strategy. As indicated by Jain 

and Gupta [24], a standard-based order system 

to distinguish phishing SMS was introduced. 

Their procedure has brought about the ID and 

separating of nine standards that might 

recognize phishing SMS from ordinary SMS. 

The creators' trial trying uncovered a genuine 

negative pace of close to 100% and a genuine 

positive pace of 92% in their actual negative 

and genuine positive tests. 

This procedure removes 10 attributes that, as 

per the creators, can be utilized to distinguish 

counterfeit signs from ham transmissions. To 

assess the presence of the proposed method, the 

elements were carried out on a benchmarked 

dataset and tried utilizing five grouping 

calculations to perceive how well they 

performed. The exploratory evaluation 

uncovered that the model can identify smishing 

messages with a genuine positive pace of 94.20 

percent and a general precision of 98.74 percent 

in 94.20 percent of cases. 

Chapter 3  Methodology and Requirements 

3.1 Existing System 

Nowadays, attackers have discovered that SMS 

is a convenient method of communicating with 

their victims [4]. The majority of those who fall 

prey to smishing and phishing assaults are 

smartphone users [5]. 

A link or direct contact with victims through 

SMS messages [6] is used by the attackers in an 

effort to acquire confidential information from 

users, such as credit card numbers, bank 

account data, and other personal information. 

Furthermore, when compared to email spam, 

which is supported by modern techniques of 

spam filtering [7], SMS spam filtration in 

cellphones is still not particularly robust [8]. 

Deep neural networks (DNNs) are one of the 

most recent technologies that have shown to be 

helpful in handling these types of challenges.  

3.2 Proposed System 
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Specifically, the paper investigates the various 

machine learning methodologies accessible in 

this domain, as well as the advantages of 

employing the Transformer model in this 

context. Finally, but certainly not least, the 

research concluded by advising those specific 

regions to adopt these machine learning 

approaches in order to obtain more accurate 

findings in the future. In order to differentiate 

between ham emails and spam emails, as 

previously said, this project will create an 

efficient and sensitive classification model that 

has high accuracy while also having a low 

false-positive rate, which will then be tested. 

With the purpose of detecting potentially 

important characteristics in the email 

collection, the Greedy Stepwise feature search 

technique has been specifically implemented. 

For the purpose of evaluating several machine 

learning classifiers (such as KNN, Decision 

Tree, Naive Bayes, and Logistic regression), 

the data was divided into three groups and the 

results were displayed in a table. There are a 

variety of variables (such as F-measure 

(accuracy), False Positive Rate, training length, 

and others) that may be used to study and 

evaluate the classifiers under consideration. It 

will be possible to identify the optimal model 

by taking into account all of these factors in 

their totality and merging them. Models with 

high accuracy but low false positive rates will 

be the most effective, as will models with low 

false positive rates.  

3.3 Software and Hardware 

Requirements 

A minimum of 8GB of RAM is necessary for 

the great majority of deep learning operations, 

with 16GB or more RAM being recommended 

for the vast majority of workloads. In terms of 

processor, it is advised that you use an Intel 

Core i7 processor from the 7th generation or 

above. A functional CPU, 1080 HD display 

Monitor, High-end Internet connection, etc. 

Additionally, there is the issue of storage 

capacity, which is crucial given the increasing 

quantity of enormous Deep Learning data sets 

that require an increase in the amount of 

available storage space. Our research team 

carried out a comprehensive evolutionary 

examination of the most important aspects of 

email spam, including their origins, evolution, 

and development over time, as well as their 

evolution and development through time. As a 

consequence of this, we were able to discover 

several fascinating research gaps and potential 

study subjects. 

As a consequence, we presented our results on 

several open research challenges connected to 

spam filtering in a comprehensible manner and 

advised proactive approaches for the 

development of machine learning techniques in 

order to prevent the formation of new kinds of 

spam that may find it easier to defeat filters in 

the future. 

3.4 Algorithm Insights  

LR algorithm:  The most basic type of logistic 

regression, in its most basic form, is a 

supervised classification strategy that is used to 

predict outcomes. As long as the goal variable 

(or output) is a collection of characteristics (or 

inputs) in a classification issue, the target 

variable (or output) can only take discrete 

values for that set of characteristics (or inputs). 

Contrary to common assumption, logistic 

regression is a type of regression model, not a 

regression technique. 

NB Technique: According to the NB classifier, 

each feature is assumed to be independent of 

the others and that they do not interact with one 

another so that each feature contributes 

independently and equally to the chance that a 

sample belongs to a certain class. For this 

reason, the NB classifier is successful even 

when dealing with extremely large datasets 

with high dimensionality, as it is simple to 

create and computationally efficient. 
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KNN Method: If you're looking for a non-

parametric, slow-learning method for machine 

learning, the KNN algorithm is a good choice 

because it's widely used. It is important to 

examine a database in which the data points 

have been divided into a large number of 

distinct categories in order to anticipate the 

categorization of a new sample point. In other 

words, rather than the other way around, the 

data is used to determine the structure of the 

model's structure rather than vice versa. 

Chapter 4 – Experiment Implementation 

and Outputs 

4.1 Project Architecture 

 

 

Fig 1: Project Flowchart 

 

 

 

 

 

 

 

 

 

4.2 Project Flow 

The overall approach, as well as the tools and 

techniques that were used to complete the spam 

email detection work, are all covered in great 

detail in the following section. Generally 

speaking, each NLP activity is separated into 

five primary phases: data collection, pre-

processing of data, extraction of features, 

training, and evaluation of a model, and 

evaluation of a model. The flow diagram for 

each of the steps is depicted in the figure to the 

right. Following are some examples of how the 

extraction of features will be carried out 

automatically as part of the deep learning 

model training in this study: 

 

4.3 Derived Output 

A comparison study of the algorithms is 

intended to yield the desired outcome, as 

exemplified in the following example. 
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Output 1: Accuracy Table 

Chapter 5 – Conclusion and Future Scope 

In this review, a mixture model for sorting SMS 

spam is depicted that depends on CNN and 

LSTM, and that addresses SMS settings by 

utilizing CNN and LSTM, (for example, 

portable organization messages, Facebook 

courier messages, WhatsApp messages). To 

gain a genuine dataset for the appraisal dataset, 

an assortment of interchanges in both Arabic 

and English is accumulated and investigated. 

Because of the procured information, support 

vector machines (SVM), K-closest neighbors 

(KNN), Multinomial Naive Bayes (NB), 

Decision Trees (DT), Logistic Regression 

(LR), Random Forest (RF), AdaBoost (AB), 

Bagging classifier, and Extra Trees are totally 

used to distinguish SMS spam. 

The exploratory evaluation of the proposed 

procedure has uncovered that the CNN-LSTM 

model beats different techniques as far as the 

arrangement of SMS spam, as per the 

outcomes. Following the investigations, our 

CNN-LSTM model showed an exactness of 

98.37 percent, accuracy of 95.39 percent, 

review of 87%, an F1-Score of 91.48 percent, 

and an all-out region under the bend of 93.7 

percent. This innovation can significantly work 

on the security of cell phones by screening 

spam messages and restricting the dangers that 

are related to smishing assaults in portable 

settings. As future work, we need to build a 

refined system fit for separating spam messages 

in cellphones with further developed accuracy. 

To grow the usefulness, further highlights, for 

example, the assessment of URLs or documents 

joined to messages and the assessment of phone 

numbers remembered for messages are being 

created. 
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