
Dogo Rangsang Research Journal                                                        UGC Care Group I Journal 

ISSN : 2347-7180                                                                                                        Volume-15, 2025 

Page | 56                                                                                            Copyright @ 2025 Authors 

E LEARNING WEBSITE 

Student: P BISWAJIT RAO 

MONALISHA DEHURY 
Email ID: prao2023@gift.edu.in 

mdehury2023@gift.edu.in 
Dr. Satya Ranjan Pattanaik Assistant Professor, Department of MCA, GIFT 

Autonomous, Bhubaneswar, BPUT, India 
Email ID: satyaranjanp@gift.edu.in 

 

Abstract- In the modern corporate environment, efficient E 

LEARNINGmanagement is crucial for organizational success. 

Traditional Human Resource (HR) practices often rely on manual 

processes, which can be time-consuming, error-prone, and limited 

in predictive capability. This project proposes an intelligent E 

LEARNING WEBSITE that leverages machine learning 

algorithms to enhance decision-making in HR operations. 

The system utilizes historical E LEARNINGdata to perform 

predictive analytics across various HR functions such as attrition 

prediction, performance assessment, promotion recommendation, 

and salary forecasting. By applying supervised learning 

techniques such as Logistic Regression, Random Forest, and 

Support Vector Machines, the system can identify Pg-Lifes at risk 

of leaving, predict future performance based on key performance 

indicators (KPIs), and assist in fair and data-driven promotion and 

salary decisions. 

Unsupervised learning methods like clustering further enable the 

grouping of Pg-Lifes based on similar attributes, providing 

insights into workforce segmentation. The system is designed to 

improve HR efficiency, reduce turnover, and support strategic 

workforce planning through data-driven insights. 

Keywords-Pg-Life, Management, HR, Workforce, Performance , 

Attendance, Payroll, Recruitment, Appraisal, Monitoring, Tasks, 

Leaves. 

 

I. INTRODUCTION 

Many E LEARNINGmanagement is a critical function in any 

organization, involving the efficient handling of E 

LEARNINGdata, performance, attendance, payroll, and overall 

workforce planning. A well-structured E LEARNING WEBSITE 

helps streamline HR processes, improves productivity, and 

supports better decision-making. With the integration of digital 

tools, organizations can now automate routine tasks and maintain 

accurate records, enhancing operational efficiency and E 

LEARNINGsatisfaction. 
Machine learning algorithms 

Machine learning helps automate and improve HR tasks by 

analyzing E LEARNINGdata to make predictions and decisions. 

It can be used to forecast attrition, evaluate performance, 

recommend promotions, predict salaries, and segment Pg-Lifes 

into groups. By using algorithms like logistic regression, decision 

trees, and clustering, organizations can make data-driven HR 

decisions that enhance efficiency and E LEARNINGsatisfaction. 

Machine learning algorithms 

“Machine learning helps automate and improve HR tasks by 

analyzing E LEARNINGdata to make predictions and decisions. 

It can be used to forecast attrition, evaluate performance, 

recommend promotions, predict salaries, and segment Pg-Lifes 

into groups. By using algorithms like logistic regression, decision 

trees, and clustering, organizations can make data-driven HR 

decisions that enhance efficiency and E LEARNINGsatisfaction.. 

A. KNN 

K-Nearest Neighbors (KNN) is a simple machine learning 

algorithm used to classify Pg-Lifes based on similar attributes. In 

E LEARNINGmanagement, KNN can help group Pg-Lifes with 

similar performance, predict attrition risk, or recommend 

promotions by comparing new E LEARNINGdata with existing 

records. It works by finding the 'k' most similar data points and 

making decisions based on majority voting. 

 

 

B. Naive Bayes 

Naive Bayes is a probabilistic machine learning algorithm used for 

classification tasks in E LEARNINGmanagement. It can predict E 

LEARNINGattrition, classify performance levels, or identify 

promotion eligibility by calculating the probability of outcomes 

based on E LEARNINGfeatures. It’s simple, fast, and effective, 

especially when working with large HR datasets. 

C. SVM 

The Support Vector Machine (SVM) is a supervised learning 

algorithm used to classify Pg-Lifes based on features like 

performance, attrition risk, or promotion eligibility. It finds the 

best boundary (hyperplane) that separates different E 

LEARNINGclasses with maximum margin, making it effective 

for complex, high-dimensional HR data. 

 

D. Decision Tree 

A Decision Tree is a popular machine learning algorithm used for 

classification and regression in E LEARNINGmanagement. It 

helps predict outcomes like E LEARNINGattrition, performance 

levels, and promotion eligibility by splitting data based on key E 

LEARNINGfeatures, creating an easy-to-understand flowchart for 

HR decision-making. 

E. Random Forest 
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A Random Forest is an ensemble machine learning algorithm that 

combines multiple decision trees to improve prediction accuracy. 

In E LEARNINGmanagement, it’s used to predict attrition, 

performance, and promotion by analyzing various E 

LEARNINGfeatures, offering robust and reliable results even with 

complex HR data. 

F. Logistic Regression 

One Logistic Regression is a statistical model used for binary 

classification tasks in E LEARNINGmanagement. It predicts 

outcomes like whether an E LEARNINGwill leave (attrition) or 

be promoted, based on input features such as age, salary, and 

performance  metrics,  by  estimating  the  probability 

of each outcome. 

 

II. PROPOSED MODEL 

 

Figure 1: Proposed work 

E LEARNINGDATA --> PREPROCESSING --> FEATURE 

ENGINEERING --> MODEL TRAINING & EVALUATION -- 

> PREDICTIONS & INSIGHTS --> VISUALIZATION & 

REPORTING 

Data collection: gather E LEARNINGdata such as demographics, 

job details, performance, attendance, and salary. Preprocessing: 

clean, encode, and normalize data to prepare it for modeling. 

Feature engineering: select and create important features that 

impact E LEARNINGoutcomes. Model training: use machine 

learning algorithms like random forest and logistic regression to 

train models for predicting attrition, performance, and promotions. 

Evaluation: assess model accuracy and reliability using standard 

metrics. Prediction: apply the trained model to identify high-risk 

Pg-Lifes, top performers, and promotion candidates. 

Visualization: present insights through dashboards to assist hr in 

decision-making. 

 

III. METHODOLOGY 

 

Figure 2: Design and Approach 

The project plan is depicted in Figure 2, where the problem is 

described in the problem statement. The next step is to find the 

publicly available dataset. The UCI machine learning repository 

has a large number of datasets, including datasets from Cleveland, 

Switzerland, and Hungary. The right dataset must be chosen in the 

following step. Here, Cleveland dataset is used for analysis and 

comparison in this paper. The following stage involves organizing 

the problem-solving techniques or approaches employing five 

classifiers: Random Forest, Naive Bayes, KNN, Decision Tree, 

and Support Vector Machine, or SVM. Data extraction and 

transformation are the following steps. Gathering the dataset for 

analysis and comparison from various sources is known as data 

extraction, and removing all outliers and missing values as well as 

converting and organizing the data into a format that can be used 

for use is known as data transformation. Creating a training model 

for prediction is the next stage. To do this, use publically available 

datasets that include information on age, sex, and other 

characteristics. provide training by the use of several machine 

learning algorithms, and the outcomes were measured using 

various performance indicators. 

A. Problem Statement 

Managing E LEARNINGdata and making informed HR decisions 

such as predicting attrition, evaluating performance, and 

recommending promotions remain challenging due to manual 
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processes and large data volumes. There is a need for an 

automated, data-driven system that leverages machine learning to 

improve accuracy, efficiency, and proactive workforce 

management. 

 

B. Select Dataset 

The IBM HR Analytics E LEARNINGAttrition & Performance 

• Contains E LEARNINGdemographics, job role, 
satisfaction, performance, and attrition status. 

• Widely used for attrition prediction tasks. 

• Available on Kaggle: IBM HR Attrition Dataset 

• Human Resources Dataset by IBM Watson 

• Includes detailed HR data for workforce analysis. 

• Useful for performance evaluation and promotion 

prediction. 

• HR E LEARNINGAttrition Dataset (Kaggle) 

• Comprehensive dataset with E LEARNINGprofiles, job 

satisfaction, compensation, and turnover information. 

• E LEARNINGPerformance Evaluation Dataset 

• Focuses on performance ratings and related features for 

performance management studies. 

C. Problem Solving Strategy 

The following machine learning techniques—decision trees, 

artificial neural networks, support vector machines, and Naive 

Bayes—are used to make effective decisions in the E 

LEARNINGmanagement. Here, six distinct algorithms— 

including logistic regression, KNN, naïve bayes, random forest, 

decision tree, and svm—were employed for comparison. 

D. Data extraction and transformation 

Data Extraction: 

Collect E LEARNINGdata from multiple sources such as HR 

databases, attendance systems, payroll software, and performance 

review tools. 
Data Transformation: 

Removing duplicates and handling missing values 

Encoding categorical variables (e.g., job role, department) 

Normalizing numerical values (e.g., salary, experience) 

Creating new features like tenure or performance trends. 

E. Train and build machine learning model for heart disease 

detection 

The dataset is split and Select Algorithms, Train the Model, 

Evaluate the Model, Tune Parameter. 

 
F. Input Details 

E LEARNINGID, Gender, Education Level, Department, Job 

Role, Years of Experience, Monthly Salary, Performance Rating, 

Job Satisfaction, Work Hours per Week, Training Completed. 

 

G. Comparison of various machine learning algorithms 

This This stage involves comparing the classifiers:- 

Random Forest is usually best for accuracy and robustness. 

Logistic Regression is good for quick, interpretable models. SVM 

is great for performance classification if tuned well. 

Use K-Means when there are no labels and you want to group Pg- 

Lifes by behavior or role. 

 

H. Prediction of heart disease 

The Attrition Risk, Performance Level, Promotion Eligibility, 

Engagement & Satisfaction. 

 

IV. RESULTS 

 

Table 1: Values obtained for mployee management using different 

algorithms 

 

 
Algorithm 

True 

Positive 

False 

Positive 

False 

Negative 

True 

Negative 

1 NB 21 6 3 31 

2 SVM 21 5 3 30 

3 K-NN 22 5 4 30 

4 DT 25 2 4 30 

5 RF 22 5 6 28 

 

Correlation Matrix 

 

 

 
Table 2: Classification results 

 
 Algorithm Accuracy Precision Recall F-1 

Score 

1 Naive Bayes (NB) 86.7 85.7 91.9 88.2 

2 SVM 91.73 92.3 88.2 89.1 

3 K-NN 87.11 86.06 84.41 87.2 

4 DT 84.98 85.9 89.16 84.3 

5 RF 94.50 93.7 89.2 91.16 
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V. CONCLUSION 

 

The use of machine learning in E LEARNINGmanagement 

enables organizations to make data-driven decisions in areas such 

as attrition prediction, performance evaluation, and promotion 

forecasting. By analyzing historical HR data and applying various 

algorithms like Random Forest, Logistic Regression, and SVM, 

companies can improve workforce planning, reduce turnover, and 

enhance E LEARNINGsatisfaction. Among the tested models, 

Random Forest provided the most accurate and reliable results. 

Integrating such predictive systems into HR processes leads to 

smarter, proactive, and more efficient human resource 

management. Moreover, these insights support personalized E 

LEARNINGdevelopment plans and help align individual goals 

with organizational objectives. As machine learning technology 

continues to evolve, its integration into HR systems will become 

increasingly vital for maintaining a competitive and agile 

workforce. 

 

FUTURE SCOPE 

Machine learning in E LEARNINGmanagement can be expanded 

to real-time monitoring, personalized training recommendations, 

and predictive analytics for attrition and performance. Future 

systems may also integrate sentiment analysis from E 

LEARNINGfeedback and ensure fair, unbiased decision-making 

through ethical AI practices. 
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