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Abstract 

Water is a vital for all aspects of human and ecosystem survival and health. Thus, its quality is also important. 

Water quality refers to the composition of a water sample. Evaluations of water quality parameters are 

necessary to enhance the performance of an assessment operation and develop better water resources 

management and plan. Water Quality plays an important role in attaining a sustainable aquaculture system, its 

cumulative effect can make the entire system. Early detection of fish diseases and identifying the underlying 

causes are crucial for farmers to take necessary steps to mitigate the potential outbreak. Typically, fish 

diseases are caused by virus and bacteria; and this may affect the level of pH, DO, BOD, COD, EC, PO43-, 

NO3-N, and NH3-N in water, resulting in the death of fishes. Being motivated by the recent successes of 

trending techniques ANN and CNN models has been adopted to detect and predict the degradation of water 

quality timely and accurately, thus it helps taking pre-emptive steps against potential fish diseases. Examining 

the results of the models showed that all of them had reached estimation properties. In additional, 

Conventional Neural Network (CNN) captures the embedded spatial and unsteady behaviour in the 

investigated problem using its architecture and nonlinearity nature compared with the other classical 

modelling techniques. The results show that the proposed CNN prediction model has a great potential to 

simulate and predict the total dissolved solids, electrical conductivity, and turbidity with absolute mean error 

10% for different water bodies. 

Keywords: Water quality prediction, Water quality parameters, artificial neural network, Conventional neural 

network 

 

1. Introduction 

Water quality directly affects virtually all water uses. Fish survival, diversity and growth; recreational 

activities such as swimming and boating, municipal, industrial, and private water supplies, agricultural uses 

such as irrigation and livestock watering, waste disposal, and general aesthetics-all are affected by the 

physical, chemical, biological, and microbiological conditions that exist in watercourses and in subsurface  

Aquifers. Water quality impairment is often a trigger for conflict in a watershed, simply because degraded 

water quality means that desired uses are not possible or not safe (Heathcote, 1998). Malaysia is a developing 

country that moves towards the vision 2020. Unfortunately the development that had been carried throughout 

the country also contributes bad impact to the environment especially water quality. This issue has become 

sensitive, which not only affects human health, but also the entire environment .The development not only 

affects the water quality, but also the aquatic lives that live in it. Most acceptable ecological and social 

decisions are difficult to make without careful modeling, prediction, and analysis of river water quality for 

typical development scenarios. Water quality prediction enables a manager to choose an option that satisfies 

large number of identified conditions. For instance, water quality parameters, such as dissolved solids, 

electrical conductivity and turbidity in water describe a complex process governed by a considerable number 

of hydrologic, hydrodynamic, and ecological controls that operate at a wide range of spatiotemporal scales. 

Sources of the admixtures often cannot be clearly identified, and the locally influenced complex mass 

exchange between the variables may not be known.  

mailto:kvyshu2016@gmail.com
mailto:priyankavattikonda@gmail.com
mailto:sreenidhinirula@gmail.com4


 Dogo Rangsang Research Journal                                                       UGC Care Group I Journal 

ISSN : 2347-7180                                                                                  Vol-08 Issue-14 No. 02: 2021  

Page | 106                                                                                                 Copyright @ 2021 Authors  

Aquaculture is the controlled process of cultivating aquatic organisms, especially for human consumption. It's 

a similar concept to agriculture, but with fish instead of plants or livestock. Aquaculture is also referred to 

as fish farming. Aquaculture is breeding, raising, and harvesting fish, shellfish, and aquatic 

plants. Aquaculture is an environmentally responsible source of food and commercial products, helps to create 

healthier habitats, and is used to rebuild stocks of threatened or endangered species. Fishes account for 

approximately 15% of the animal protein intake of the human population globally.  

   

2. Literature survey 

Applications of ANNs in the areas of water engineering, ecological sciences, and environmental sciences have 

been reported since the beginning of the 1990s. In recent years, ANNs have been used intensively for 

prediction and forecasting in a number of water-related areas, including water resource study (Liong et al., 

1999, 2001; Muttil and Chau, 2006; El-Shafie et al., 2008), oceanography (Makarynskyy, 2004), and 

environmental science (Grubert, 2003). The use of data-driven techniques for modeling the quality of both 

freshwater (Chen and Mynett, 2003) and seawater (Lee et al., 2000, 2003) has met with success in the past 

decade. Reckhow (1999) studied Bayesian probability network models for guiding decision making regarding 

water 424 Ali Najah, Ahmed Elshafie, Othman A. Karim and Othman Jaffar quality in the Neuse River in 

North Carolina. Chau (2006) has reviewed the development and current progress of the integration of artificial 

intelligence (AI) into water quality modeling. J. A. Bowers (2000) developed model to predict suspended 

solids conceder local precipitation, stream flow rates and turbidity as input. Hatim (2007) employed an ANN 

approach using six variables for the initial prediction of suspended solids in the stream at Mamasin dam. Most 

of them employed almost all possible environmental parameters as input variables without considering the 

optimal choice amongst them. The present study attempted to model Johor River Basin water quality 

parameters using ANN modeling for the first time. Limited water quality data and the high cost of water 

quality monitoring often pose serious problems for process-based modeling approaches. ANNs provide a 

particularly good option, because they are computationally very fast and require many fewer input parameters 

and input conditions than deterministic models. ANNs do, however, require a large pool of representative data 

for training. ANNs are, however, still not widely used tools in the fields of water quality prediction and 

forecasting. ANNs are able to approximate accurately complicated non-linear input– output relationships. 

Like their physics-based numerical model counterparts, ANNs require training or calibration. After training, 

each application of the trained ANN is an estimation of a simple algebraic expression with known coefficients 

and is executed practically instantaneously. The ANN technique is flexible enough to accommodate additional 

constraints that may arise in the application. Moreover, The ANN model can reveal hidden relationships in the 

historical data, thus facilitating the prediction and forecasting of water quality. This paper demonstrates the 

application of ANNs to model the values of selected river water quality parameters, having the dynamic and 

complex processes hidden in the monitored data itself. In addition, objective of this study is to investigate 

whether it is possible to predict the values of water quality parameters measured by a water quality monitoring 

program; this task is quite important for enabling selective monitoring of water quality parameters. 

 

3. Proposed Model: 

Water Quality Index (WQI) Calculation: 

 The WQI, which is calculated using several parameters that affect WQ , was used to measure water quality. 

The performance of the proposed system was evaluated on the published dataset, with seven important water 

quality parameters. The WQI was calculated using the following formula: 

(1) 
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where N denotes the total number of parameters included in the WQI formula, qi denotes the quality estimate 

scale for each parameter i calculated by Formula (2), and wi denotes the unit weight of each parameter in 

Formula (3). 

(2) 

Where Vi is a measured value that refers to the water samples tested, VIdeal is an ideal value and indicates 

pure water (0 for all parameters except OD = 14.6 mg/L and pH = 7.0), and Si is a standard value 

recommended for parameter i. 

(3) 

Where K denotes the constant of proportionality, which is calculated using the following formula: 

(4) 

WQI can be used to calculate more parameters, including our selecting parameters. The WQI depends on the 

variable data. The proposed system can test any parameters with any water quality data. 

 
Table 1: Water quality Parameters with threshold ranges 

(1) Convolution layers: 

Their roles are too abstract local features at different locations among the whole raw input or the intermediate 

feature maps with learnable filters (kernels). The size of the convolutional window can be determined by the 

anomalous object in the modeling of complex geochemical patterns. The advantage of convolution operation 

is reflected mainly in the implementation of weights sharing and spatial correlation among neighbors (Guo et 

al., 2016). 

 

Pooling layers: 

To speed up the training process and reduce the amount of memory consumed by the network, we try to reduce 

the redundancy present in the input feature. There are a couple of ways we can down sample an image, but for 

this post, we will look at the most common one: max pooling. 

In max pooling, a window passes over the data (how many units to move on each pass). At each step, the 

maximum value within the window is pooled into an output matrix, hence the name max pooling 

Fully-connected layers: 

To speed up the training process and reduce the amount of memory consumed by the network, we try to reduce 

the redundancy present in the input feature. There are a couple of ways we can down sample an image, but for 

this post, we will look at the most common one: max pooling. 

In max pooling, a window passes over the data (how many units to move on each pass). At each step, the 

maximum value within the window is pooled into an output matrix, hence the name max pooling 

After multiple convolutional layers and down sampling operations, the output representation is converted into a 

feature vector that is passed into a Multi-Layer Perceptron, which merely is a neural network with at least three 

layers. This is referred to as a Fully-Connected Layer. 
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Dense layer: 

The output layer of a CNN is in charge of producing the probability of each class (each digit) given the input 

data. To obtain these probabilities, we initialize our final dense layer to contain the same number of neurons as 

there are classes. The output of this dense layer then passes through the Softmax activation function, which 

maps all the final dense layer outputs to a vector whose elements sum up to mean. 

The rows are concatenated to form a long feature vector. If multiple input layers are present, its rows are also 

concatenated to form an even longer feature vector. The feature vector is then passed through multiple dense 

layers. At each dense layer, the feature vector is multiplied by the layer’s weights, summed with its biases, and 

passed through a non-linearity. 

CNN recognizes the patterns to represent image features by utilizing the convolutional layers. CNNs can 

receive images or a multi-dimensional matrix, and the neurons in CNN are connected to a smaller feature 

from the previous layer. This algorithm can reduce computations and prevent over fitting problems. Therefore, 

CNN has been adopted in numerous studies focusing on the image objects from digital images. A 

convolutional layer consists of the filter size, padding, and stride as the layer parameters. The filter having a 

specific size (e.g., FH: filter height, FW: filter width) moves around the input image. The padding inserts the 

zero values around the input image, which prevents the loss for the feature extraction. 

The stride can define the step size of the filter in convolutions. In each convolutional layer, the output size is 

calculated as:  

 

 
where, OH is the height of output, IH is the height of input, FH is the height of the filter, SH is the height of 

the stride, OW is the width of output, IW is the width of input, PH is the height of the padding, PW is the 

width of the padding, FW is the width of the filter, and SW is the width direction of the stride. In general, the 

convolutional layer needs the activation function to transform the signal from linear to non-linear. The 

rectified linear unit (ReLU) is employed as the activation function in this study. This function improves the 

computational speed and accuracy compared with the other activation functions (e.g., tangent sigmoid 

function). Especially, the ReLU function prevents the vanishing gradient problem by an exponentially 

decreasing the training gradient.  

The ReLU function is defined as:  

f(x) = max(0, x)    (3) 

 where, f(x) is the output of ReLU and x is the input signal.  

The max-pooling layer was used to extract the invariant features with an efficient convergence rate. This layer 

can eliminate the non-maximal values by the non-linear downsampling that can reduce the computational 

sampling during the CNN process [26]. The fully connected vector connects a loss function to calculate errors 

between the observed and simulated values by the vectorizing the input signal. The MSE is used as a loss 

function in our study. This calculates errors between simulated and observed values. The mathematical 

equation of the MSE is as follows: 

 
 where, Yi is the simulated result, Oi is the observed data, and N is the number of the dataset.  

The stochastic gradient descent (SGD) optimization was applied to train a CNN network. SGD optimizes the 

parameters of a CNN network by reducing the loss function, as: 
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 where, ϑ is the network parameter, x is the training dataset, N is the number of the dataset, and ` is the loss 

function.  

The deep learning models such as CNN and LSTM require e an epoch number, a batch size, and a learning 

rate as the hyper parameters for the model training. The epoch number is the number of the learning in the 

entire training dataset, while the batch size is the number of samples that worked in the training at a time. The 

learning rate is the step size at each iteration to minimize the loss function. In this study, the assigned epoch 

number and mini batch of CNN were 1000 and 16, respectively, and the applied learning rate was 0.001 

Training the Model: 

Training deep neural networks with tens of layers is challenging as they can be sensitive to the initial random 

weights and configuration of the learning algorithm. 

One possible reason for this difficulty is the distribution of the inputs to layers deep in the network may 

change after each mini-batch when the weights are updated. This can cause the learning algorithm to forever 

chase a moving target. This change in the distribution of inputs to layers in the network is referred to the 

technical name “internal covariate shift.” 

Batch normalization is a technique for training very deep neural networks that standardizes the inputs to a 

layer for each mini-batch. This has the effect of stabilizing the learning process and dramatically reducing the 

number of training epochs required to train deep networks. 

Steps 

1.  Importing required libraries 

2.  Importing the data 

3.  Data pre-processing 

4.  creating a model 

5.  Fitting the model 

Step 1: Importing the required libraries. 

 
Step 2: As mentioned below the input file present in "final_data.csv”  We import it using pandas. 

 
Step3: This is important step because the keras function accepts the inputs as images. But here we are using 

CSV file which is an array. So at first we have to convert these into image (All images are the 3-D matrix of 

pixels). So now we re-shape the matrix into a 3-D matrix. We separate the X (input) and Y (output) from Data 

We also re-scale the data in the range 0-1 because it will be faster to process. So we divide all the values by 

255(The max value in the matrix (pixel) is 255) 

 
The model always gives a matrix of probability as output. The max value in that will be the output label. So 

the next process of data pre-processing is to encode the output. As the output will be in a matrix of 10 values. 

So we will define 10 neurons in the output layer. But our csv file contains single values. So we encode the 

values. Example: In the classification of cat(0), dog(1) and monkey(2).The output of the model will look like 

this [ 0.23 , 0.01 , 0.91 ]. But in csv file it will be a single digit i.e. 2. so we encode 2 as [ 0 , 0 , 1], 1 as [ 0 , 1 , 

0] and 0 as [ 1 , 0 , 0 ]. 

This is done by LabelBinarizer() function. 
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Step 4: Now we build a model. The flatten mainly used to flatten the 3-D array of previous layer into a single 

layer (Because the Ann model only take 1-D array as input).So the flatten creates the input layer. There are 10 

labels so there will be 10 neurons in the output layer. Dropout () is used to avoid over-fitting. 

 
Step 5: Now we fit the model with the data. You can increase the accuracy by increasing the number of 

epochs, Conv layer,andMaxpool layers. (In this case). But if you are dealing with images then best way is to 

use Image Data Generator. This uses real-time data augmentation to produce wide variety of images for a 

same label. The main advantage of this is the amount of Data is reduced. 

 
Algorithm 

Back propagation is used solely for training all parameters (weights and biases) in CNN. Here is a brief 

description of the algorithm. The cost function with respect to individual training example (x, y) in hidden 

layers can be defined as: 

I (W,  ; n, m) = 
 

 
           2

 

The equation for error term δ for layer L is given by: 

δ 
(L)

 = ( (W
(L)

 )
 T

 δ 
(L+1)

 ) .h’ (z 
(l)

 )  

Where δ (L+1) is the error for (L + 1) th layer of a network whose cost function is I (W,  ; n,m). h’ (z 
(l)

 ) 

represents the derivate of the activation function.  

∇w
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I (W,  ; n, m) = δ 
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 where i is the input, such that i

(1)
 is the input for 1st layer (i.e., the actual input) 

and i
(L)

 is the input for L − th layer.  

Error for sub-sampling layer is calculated as:  

Δq
(L)

 = upsample( (Wq
(L)

  ) 
T
 δ k

(L+1)
  ) · h’ (z q

(L)
  )  

Where q represent the filter number in the layer. In the subsampling layer, the error has to be cascaded in the 

opposite direction, e.g., where mean pooling is used, upsample evenly distributes the error to the previous 

input unit. And finally, here is the gradient w.r.t. feature maps: 

∇wk
(L)

I(W,  ; n, m) = Σt-1( it
(L) 

) * rot90( δ k
(L+1)

, 2 ) 
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  ) i,j. 
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Backpropagation Algorithm in CNN 

1: Initialization weights to randomly generated value(small) 

2: Set learning rate to a small value (positive)  

3: Iteration x = 1; Begin  

4: for x< max iteration OR Cost function criteria met, do  

5: for input n1 to ni , do  

6:  a. Forward propagate through convolution, pooling and then fully conflected layers  

7:  b. Derive Cost Function value for the input  

8:  c. Calculate error term δ 
(L)

 with respect to weights for each type of layers.  

9:  Note that the error gets propagated from layer to layer in the following sequence  

10:  i.   Fully connected layer  

11:  ii.  Pooling layer  

12:  iii. Convolution layer  

13:  d. Calculate gradient ∇w q
(L)

 and ∇ q
(L)

  for weights ∇w q
(L)

  and bias respectively for each          

layer  

14:   Gradient calculated in the following sequence  

15:  i.   Convolution layer  

16: ii.  Pooling layer  

17:  iii. Fully connected layer  

18:  e.Update weights  

19:   wji
(L) 

← wji
(L)

  +∇wji
(L)

 

20:  f.Update bias  

21:    j
(L)

  ← j
(L)

  +  ∇ j
(L)

 

 

4. Experimental results 

Performance measurement approaches, such as MSE, were applied to evaluate the ability of the proposed 

model to predict the WQI. Furthermore, the accuracy, specificity, sensitivity, precision, recall, and F-score 

performance measurements were determined to evaluate the FFNN and KNN classification algorithms to 

classify the WQC. The statistical methods used are defined as follows: 

 Mean square error (MSE) 

 

 

 Root mean square error (RMSE) 

 

 
Where R is Pearson’s correlation coefficient, x is the observation input data in the first set of the training data, 

y is the observation input data of the second set of the training data, and n is the total number of input 

variables. 

 Accuracy  
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 Specificity 

 
 

 

 Sensitivity 

 

 Precision 

 

 F-score 

 
Where TP, TN, FP, and FN are the true positive, true negative, false positive, and false negative, respectively. 

Results 

 Experimental Results: 

 
Fig1: Plot accuracy during training 

 
Fig 2: plot Precision during training 

 
Fig 3: plot Recall during training 

 

Comparing the accuracies of two models: 
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Fig4: Plot precision of the both model1 and model2 

Comparing the precisions of two models: 

 
Fig5: Plot precision of the both model1 and model2 

Comparing the recalls of Two Models: 

 
Fig6: Plot recall of the both model1 and model2 

5. Conclusion 

In this study, deep learning models (CNN) to simulate the water level and the water quality parameters, DO, 

BOD, COD, EC, PO43-, NO3-N, and NH3-N. Among the deep learning models, the CNN model was adopted 

to simulate the water level. We found the following in this study: The water level from the CNN model 

produced the NSE value of 0.933 that can be regarded as acceptable model performance. The water levels 

increased in the rainy season, while those were low in the dry season. For all of the pollutants, the NSE values 

of the CNN model for the training and validation periods were above 0.75 which is within the “very good” 

performance range. The CNN model in this study well represented the different temporal variations of each 

pollutant type. 

This study suggests that the approach of the two deep learning techniques proposed in this study has promise 

as a tool in accurately simulating the water level and water quality and that this approach can contribute to 

developing effective strategies for better water sustainability and management. Although our model showed 

the acceptable model performance, only the three different pollutants were investigated in this study. 

However, most process-based models can simulate a lot more water quality including the three pollutants 

(e.g., chlorophyll, algae, dissolved oxygen, and fecal bacteria). A further study is recommended to develop 

deep learning models so that more pollutants including chlorophyll, algae, dissolved oxygen, and fecal 

bacteria can be simulated. In addition, further study on the deep learning model with “visual explanations” is 

required, such as Gradient-weighted-Class Activation Mapping (Grad-CAM) and CAM, because the deep 

learning model is a black-box model that has general difficulty in identifying physical features. In addition, 

the approach outlined in this study should be replicated with other datasets 
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