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ABSTRACT:  

Cross-age face recognition (CAFR) has gotten received more consideration in genuine applications, 

yet it is a challenging assignment because of complex facial aging process. One famous way is 

displaying CAFR as a traditional face classification issue.To classify person age using faces author 

using combination of two CNN where one CNN will extract face features which can help in identify 

changes in face over time and second CNN helps in predicting/classifying age and this combination 

of CNN is called as JOINT CNN. To implement this project we are using CACD2000 images dataset 

and after training we are getting JMCNN accuracy as 99%. In this paper author has not used any 

features selection algorithms so as extension work we are using GABOR features selection algorithm 

and this algorithm helps in extracting important features from faces and this important features helps 

CNN in identifying person in better way which can increase classification accuracy. 

Keywords:CNN (Convolution Neural Network), JMCNN, JOINT CNN,GABOR. 

INTRODUCTION: 

CAFR as an arising research field got increasingly more consideration in academic and industry 

regions. For example, it very well may be applied to tracking down missing youngsters and 

identifying got away from criminals.In any case, it is a difficult assignment since maturing process 

after some time can considerably change facial appearance. The primary trouble is the means by 

which to adequately extract character sensitive features that are age insensitive. 

To take care of this issue, a flood of strategies have been proposed and can be generally divided to 

three classes.The first one plans to construct generative model for synthesizing face image in various 

age ranges. Despite the fact that such methodologies, somewhat, make up for huge intra-individual 

changes brought about by maturing, they need to rely upon a few boundaries and cost a ton to 

prepare the model, which normally brings about unstable execution.An option is discriminative 

learning approach that intends to design face feature descriptor and utilize supervised learning 

algorithm to settle CAFR issue. 
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LITERATURE SURVEY: 

Y. Qiao, K. Zhang. et al Face detection and alignment in unrestrainedsituation are challenging due to 

various poses, clarifications and occlusions. In this we recommend a deep cascaded multi-task 

framework which exploits the inherent correlation among detection and alignment to boost up their 

performance. 

T. F. Cootes, A. Lanitis. et al We explain how the effects of aging on facial look can be explicated 

using learned age alterations and present experimental results to show that reasonably accurate 

estimates of age can be made for unseen images. We can improve our results by taking into account 

the fact that different individuals age in different ways and by considering the effect of daily life. 

Y. Qiao, ] Y. Wen. et alwe propose a novel deep face recognition framework to learn the 

ageinvariant deep face features through a carefully designed CNN model. To the best of our 

knowledge, this is the first attempt to show the effectiveness of deep CNNs in advancing the state-of-

the-art of AIFR. 

PROBLEM DEFINTION: 

Cross-age face recognition as an emerging research field obtained more and more attention in 

academic and industry areas. For instance, it can be applied to finding missing children and 

identifying escaped criminals. However, it is a challenging task because aging process over time can 

substantially change facial appearance.  

PROPOSED APPROACH: 

A joint multi-task convolutional neural network (JMCNN) framework. It simultaneously models face 

recognition and age classification tasks by sharing a same CNN model and a regularization term, so 

that the interaction between identity sensitive features and age sensitive features are encouraged via 

the regularization loss.In this paper author has not used any features selection algorithms so as 

extension work we are using GABOR features selection algorithm and this algorithm helps in 

extracting important features from faces and this important features helps CNN in identifying person 

in better way which can increase classification accuracy. 

 



Dogo Rangsang Research Journal                                                        UGC Care Group I Journal 

ISSN : 2347-7180                                                                                   Vol-08 Issue-14 No. 03: 2021 

Page | 317                                                                                        Copyright @ 2021 Authors 

 

PROPOSED METHODOLOGY: 

DATASET: 

To implement this project we are using CACD2000 images dataset and after training we are getting 

JMCNN accuracy as 99%. Training dataset saved inside CACD2000 folder and metadata of each 

image such as person name, birth date and identity can be obtained from ‘celebrity2000_meta.mat’ 

file. From dataset we are getting person birth year and we are getting his age by subtracting person 

birth date by 2021. For example if person birth year is 1950 the age is input to CNN as 2021 – 1950 

= 71 years. 

PREPROCESSING: 

We can see each person names extracted from metadata file with his age and now images and age 

data is ready. JMCNN trained on total 2894 images and it got classification accuracy on test data is 

99.79% 

OPTIMIZATION: 

The optimization for the model is implemented by stochastic gradient descent (SDG) and standard 

backpropagation algorithm. For the backward propagation, the derivative of L with respect to fI and 

fA need to be calculated. 

RESULTS: 

Train JMCNN Model: 
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In above screen JMCNN trained on total 2894 images and it got classification accuracy on test data 

is 99.79% 

Extension Train JMCNN with Gabor Features: 

 

In above screen after applying GABOR we got JMCNN accuracy as 99.93 which is greater than 

plain JMCNN 

Upload Test Image & Classify Age’ CNN will predict age 

 

In above screen age classified as 42 
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In above screen age classified as 54 

JMCNN & Gabor JMCNN Accuracy Graph 

 

In above graph x-axis represents epoch/iterations and y-axis represents accuracy and blue line 

represents JMCNN and green line represents extension GABOR features JMCNN accuracy. In above 

screen we can see both algorithms accuracy gets better upon each increasing epochs but extension 

Gabor features is better than normal JMCNN 

CONCLUSION: 

We presented a joint multi-task CNN for cross-age face recognition. Contrastinglots of existing deep 

learning techniques, the proposed technique simultaneously learn identity sensitive features and age 

sensitive features to get robust age-invariant features. As extension work we are using GABOR 

features selection algorithm and this algorithm helps in extracting important features from faces and 

this important features helps CNN in identifying person in better way which can increase 

classification accuracy. 
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